36th Annual Frequency Control Symposium - 1982

OPTIMAL TIME AND FREQUENCY TRANSFER USING GPS SIGNALS

David W. Allan and James A. Barnes
Time and Frequency Division
National Bureau of Standards
Boulder, Colorado 80303

Introduction

The advent of the GPS Satellite constellation
makes atomic clocks available to any one who has
a receiver. Proper characterization of both the
clocks and the user 1links is essential for
optimal extraction of time and frequency (T&F)
information. In this paper we will consider
both optimum T&F extraction from a set of GPS
data, and also some near optimum and simple data
processing techniques.

We consider three simple cases: case A is what
we call the '"common-view" approach; case B is
the direct viewing of a single satellite for
sample times ranging from a few seconds to a few
hours; and case C is viewing a single satellite
for a few minutes each day for several succes-
sive days. The common-view approach has been
studied elsewhere (1-3), and the results will be
reviewed as they relate to the common-mode
cancellation of errors which occur when two user
sites view the same satellite for the same
several minutes each day, and then subtract
their results to get the time difference between
the two receiving sites. If one of the two
receiving sites is a primary T&F reference
standard, then state-of-the-art calibrations are
possible. Case B allows one to use the GPS
signals as a short-term T&F reference to UTC(NBS)
or UTC (USNO)--thus allowing one to calibrate
against a primary reference standard.

After characterizing the real data for the above
three cases, we develop models from which we can
design a Kalman filter. We then test this
filter on simulated data, and on some real data.
As we proceed it is useful to review some defin-
itions of terms so that the language is clear

Accuracy is defined as the degree to which one
can relate a measurement to some absolute refer-
ence. Stability, on the other hand, is defined
as a measure of constancy--typically over selec-
ted sampling periods. We consider both the
accuracy and the stability of time and frequency
as well as the Fourier frequency (f) components
of the instabilities of the GPS links and clocks
involved. These instabilities or noise fluctua-
tions are characterized
o (t) and "modified" o (tr) diagrams (4,5).
THese noise fluctuationd appear to be well
characterized by power-law spectral densi-
ties(4). The "Modified Allan variance" is asso-
ciated with a measurement bandwidth proportional
to the reciprocal of the sample time for which

in the time-domain by
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the data is taken. This sample time (denoted 1)
results in a high-frequency cut-off for tne
data.

We use typical performance for the models except
in those instances where there is a wide range
of performance. In which case we use both the
worst and best case situations. We do not deal
in any detail with error detection and data
rejection for this could be the text of a paper
all by itself. Rather we have chosen reasonable
rejection and interpolation criteria in order to
minimize deliterious effects on a proper charac-
terization. The resulting filters are, there-
fore, appropriate for well behaved data. How-
ever, intrinsic to their optimum or near optimum
nature is the ability to do error detection and
data rejection.

GPS LINK AND CLOCK CHARACTERIZATION

A. Case A:
sites.

GPS in common-view of two receiving

The results of a previous study are reviewed in
Figure 1 showing the GPS measurement Timit using
this common-view approach averaged across four
sateliites and over the approximately 3000 km

-3/2
baseline between NBS-Boulder and USNO. The t /
performance of MOD o (1) indicates white noise
phase modu]ation(PM).y The level of the noise is

such that MOD o, (t=1 day)=1x10"13

The resulting RMS time fluctuations are about
5ns. Figure 1 compares these results with a
"Range of performance of state-of-the-art stan-
dards", with the NBS + USNO instabilities, and
with the historical Loran-C comparison method.

for th=6005.

The data indicate that this white noise PM model
is applicable over the range from about t=1 day
to about t=1 to 2 weeks. This noise level
allows one to measure at or beyond state-of-the-
art limitations imposed by the standard.

B. Case B: Direct viewing of a single satel-
Tite for few minutes < 1 < few hours.

The stability data shown in Figure 2 is a typi-
cal example using an NBS/GPS receiver with an
omni-antenna. In this case the level of the
white noise PM is such that MOD 0y(r=155)=



5.8)(10_10 with Th:l5S. Coincidentally the RMS
time fluctuations resulting from this configur-
ation are also 5ns. Because T is significantly

different in case A and case B these noise
levels are also quite different and arise from
different mechanisms (a topic that could occupy
another paper). One notices that for 1>1000s
the fluctuations appear to be better modeled by
the spectral density'ff the phase or time fluc-
tuations going as f (flicker noise frequency
modulation, FM).

We conclude that averaging for longer than 1000s
provides 1little or no improvement. The Tow
frequency fluctuations generating the flicker
noise FM spectra are probably caused by iono-
spheric and/or tropospheric delay fluctuations.

C. Case C: Viewing a single satellite for a
few minutes each day for several successive
days.

The data were taken from the USNO Series 4
publication for NAVSTAR 4, NAVSTAR 5, and NAV-
STAR 6 (Space Vehicle 8, 5, & 9 respectively).
One hundred and eighty four days of data were
analyzed starting with 10 Nov. '81. As much as
23% of the days were missing from the published
values. Interpolated values were filled in to
avoid the problem of missing data in the analy-
sis. Three obvious bad points were rejected
over the first 100 days. The raw values with
the interpolations are shown in Figure 3. There
was obviously a rate change in the GPS clock at
data point no. 109 of about 100 ns/day.

If one looks at the residuals, after fitting
linear trends to the data some interesting
results are seen. Using the last 74 days (since
no bad data points had to be rejected from this
set) we subtracted a linear least squares line
from the UTC(USNO-MC) - GPS via NAVSTAR 4, 5, &
6. The mean slope removed by the linear least
squares fit and the residuals are shown in
Figure 4. Notice that the peak-to-peak devia-
tion in the mean slopes removed was only about

4x10 15. Also notice the high correlation in
the 1long term (as it should be) since each
satellite 1is being used to deduce the time
difference between the same pair of clocks,
UTC(USNO-MC) - GPS. That is, in long-term the
relative clock noise predominates. In the day
to day fluctuations, however, these uncorrelated
processes probably arise from measurements made
at varying times of day, through different parts
of the ionosphere, and/or errors in satellites’
ephemeris and up-load values. We can use the
"three corner hat" routine to deduce the indivi-
dual variances for each of the three satellites
and their links. Figure 5 is such a stability
diagram. The noise level is higher and not as
well modeled as the common-view case, but still
for sample times of a few days the white noise
PM model seems to be reasonable, but breaks down

for v of the order of 1x1065 and longer. The
RMS time or phase fluctuations range from about
6ns to 1llns for these data. Figure 6 shows the
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UTC(USNO-MC) vs. GPS via NAVSTAR 5. Taking the
difference between these variances will give the
sum of the variances for the UTC(USNO-MC) and
the GPS clock plus the variance for the corre-
lated portion of the noise, which is then an
upper 1imit on the clock's noise. Since we have
reasonable confidence of the estimates for 1, 2,
& 4 days we have calculated MOD o (1) for these
sample times: y

4

12.2x107 14, 4

7.0x107 14, 14

4.0x10°

respectively. This technique gives a nice way
to compare the stabilities of two remote stan-
dards at the parts in 10 to the 14th level.

SIMULATION AND KALMAN FILTERS FOR GPS

A. Simulations

Over the past 15 years, scientists have devel-
oped reliable stochastic modeis of clocks and
oscillators. Of course, these models cannot
replace actual data, however, they can be used
to predict performance of complex systems in
advance of construction. Further, so much
reliance on these models has developed, that if
a model should actually fail, then the opportu-
nity to refine the models would be quite signi-
ficant.

The compiexity of many systems poses problems
for analytic solutions for system performance.
Often one can become so greatly enmeshed in the
mathematics of analytic solutions that the real
problems become lost in a forest of equations.
0f course, even the analytic solutions depend on
model assumptions as much as the simulations.
The advantage of analytic solutions is that
often their extension to new parameter values is
very simple and an "exact" solution is provided.
In contrast, simulations wusing Monte Carlo
trials can use much computer time and provide
only an approximate value. Clearly, both simu-
lations and analytic solutions have their advan-
tages.

There is another potential problem with computer
simulations and Monte Carlo trials. By virtue
of the random character of the data, one could
use strong selection criteria and influence the
findings by presenting non-representive results.
In this paper, seed numbers were chosen initial-
1y, and used throughout all simulations. As a
further safe-guard, the simulation algorithm is
included in the Appendix. Thus a critical
reader can verify the results, and test the
"representativeness" of the conclusions.

B. Stochastic Model

For times longer than a few seconds, commercial
cesium beam clocks typically display frequency
fluctuations which can be modeied weil with
three elements:

1) White noise FM.
2) Random waik noise FM, and
3) Linear frequency drift.



It should be mentioned that the linear frequency
drift modei tends to be more difficult in prac-
tice. Although one could add various failure
modes to this model, they will be ignored here.

Further, the present paper is concerned with
sufficiently short durations that the third
element, drift, will also be ignored. Thus, we

are left with a two-element model for the clock:
white FM,. and random walk FM.

Mathematically, this can be represented as the
sum of two processes:

1 —
axT = and
Azx“ =n
n n-1
where € and n, are random, independent vari-

ables with zero mean, normal distributions, and

. 2 2 .
variances of o, and or1 respectively; and A and

2
A are the first and second difference operators,
respectively. The clock model is totally repre-
sented by the sum of these processes given by

—_ 1 "
Xn =X n + X e or

2
AX =Nt e, (1)

The parameters, o_ and ¢ along with the time
interval between data samB]es, T, are taken to
have the following values:

Clock type g, on T
10 ns 1 day

Conventional 3ns

cesium beam
Option 004 3ns 1ns 1day
(Note, the numerical values of o

dependent on the sample interval, Ty

and o_ are
n

The Allan variance can be expressed as a func-

tion of these parameters with the following
equation:

) o? ok 1)

ol (Nt) = + (2)

Y Nro GNI0

where N may take on any value.

Figure 7 is a plot of the sguare root of the
Allan Variance deduced from Eq. 2 and the para-
meters given in the above table. This model for
the slave clock (relative to whatever master
clock is being referenced), can be expressed in
the familiar terms of Kalman Filters (6).

BB E

n
H= [1 0]
os 0
Q= ,
0
‘n
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A 1ittle algebra can quickly show that this
Kalman model is exactly equivalent to the clock
model presented in Eq. (1). In addition to the
clock model, the noise of the comparison link
must be modeled also. The 1ink noise appears to
be random, uncorrelated (i.e., white) as has
been found in the measurements reported above.
Future experiments with different baselines and
additional data may well refine this model of
the comparison link, but for now the white phase
model is in accord with observations. Thus the
Kalman model is completed by introducing the
variance of the measurement noise, R, according
to the table below:

Comparison Mode Value R range I
Common View 5 ns 21 day 600 s
(4 satellites)
15 s
One Satellite 5ns to 900s 15 s
(short term)
One Satellite 6-20 ns >1 day 600 s

(x> 1 day)

where 11 is the reciprocal software bandwidth

(5).

The computer program used in the simulations
can be found in the Appendix.

RESULTS AND COMPARISONS

characterized the noise
performance of the GPS 1link for the three
cases under consideration. Along with the
models developed from these characterizations
we use as typical clock models those shown in
Figure 7 for a standard commercial cesium and
for a high performance option 004 cesium.
Which clock model one uses, of course, depends
on the actual measurement configuration. We
simulated the three cases being studied in
this paper, but the theory developed is appli-
cable to a much broader set of cases and
clocks.

In section II we

In case A we simulated the common-view link
noise. The stability of the resulting simu-
lated 1ink noise processed by the Kalman
filter is shown in Figure 8, which is better
than state-of-the-art clocks for sample times
of a few days and longer. Thus, for a few
days and longer, the oscillator noise predom-
inates. For comparison purposes the calcu-
lated stability from real data using a 10 day
simple mean is indicated by the solid square.
The excellent agreement is not suprising when
one realizes that the optimum estimate of a
constant buried in a white process is the
simple mean. In practice what is done is to
calculate the least square fit to the time
differences over a 10 day period, and the
slope then gives a nearly optimum estimate of
the frequency difference between the clocks in
the presence of white noise PM. The advantege



of the Kalman output is that it gives in real
time a daily optimum estimate of both the time
and the frequency differences between the two
remote clocks.

For the same level of 1link noise (5ns RMS),
Figures 9 and 10 show the simulated time
errors before and after the Kalman update as
well as just after the Kalman update for a
standard cesium and for an option 004 cesium
respectively. Figure 11 graphically illus-
trates for a standard cesium the effects of
looking at the clock just before update and
just after update as indicated by the 1light
and dark open squares respectively. The
Kalman update stability values would, of
course, be much closer together for the option
004 cesium.

For case B we simulated a standard cesium
(comparable to those aboard the GPS satel-
lites) and the 5ns 1ink noise. The purpose
was to test the improvement gained by the
Kalman filter. Figures 12 and 13 are the
results of that simulation. One sees about a
40dB improvement in stability for the Xalman
output at t1=15s. In fact except for a small
turn-on transient (not shown) the Kalman
filter output tracks nearly perfectly the on
board clock's time, and stability levels of a
few in 10 to the 12 seem reasonably achie-
vable.

For case C we use the Kalman filter to process
the actual data. Figure 14 is a plot of the
residual time differences between UTC(USNO-MC)

- GPS via NAVSTAR 5 both with and without the
Kalman filter. It 1is obvious that it acts
1ike a low pass filter and one could design a
simple recursive (exponential) filter to
approach the Optimum. However, the number of
lines of code are so few for the Kalman filter
(as shown 1in the Appendix) that little would
be gained. Figure 15 nicely illustrates this
improvement in stability for sample times
shorter than 10 days. At t1=1 day there is an
11 dB improvement in stability using the
Kalman filter over the stability of the raw
data.

From the data studied in this paper, there are
clear advantages in proper filtering. Despite
the fact that the data studied is not compre-
hensive and that the GPS receivers used were a
limited set, one can still draw some reason-
able and impressive conclusions. Table 1 is a
summary of the stability and accuracy ranges
of F&T calibrations available using GPS for
remote clocks within about 3000 km of a pri-
mary reference.

CONCLUSIONS AND FUTURE WORK

The advent of GPS has produced a significant
step forward in the accuracies and stabilities
with which time and frequency can be compared
at remote sites. With appropriate filtering
of GPS data as outlined in this paper one can
compare and calibrate remote clocks at state-
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of-the-art accuracies for sampie times of the
order of a few days and longer; e.g., a few
parts in 10 to the 15 are achievable for
averaging times of 10 days, and time accur-
acies of better than 10Ons have been verified.
The cesium standards on board GPS satellites
may be used as accurate frequency references
at the part in 10 to the 12 level. Even for
short-term measurements of about 10 minutes
duration nearly the full accuracy of these
on-board cesiums can be transferred using
appropriate data filtering as outlined above.

Future work will involve studies of world wide
baselines leading to better understanding of
the propogation medium's effects on GPS T&F
measurements. Because the common-view ap-
proach appears to work even better than ini-
tially calculated, we have started some spe-
cial studies. Some of the data indicates that
there may be significant amounts of common-mode
cancelation of errors due to a breathing
effect working simultaneously across the
ionosphere. This should be studied further.
Stearable high gain antennas would lead to
better time stabilities and perhaps better
accuracies as multipath problems are reduced
significantly. More accurate time transfers
will result as people take advantage of the
two frequencies radiated from the GPS satel-
lites --giving a real time calibration of the
ionosphere. The results of these research
efforts suggest that the GPS system can sup-
port world-wide time and frequency comparison
accuracies approaching a nanosecond and 1 part
in 10 to the 15 respectively. The key ques-
tions, of course are regarding the availabil-
ity of reasonably priced commercial receivers
and continued access to the GPS constellation
at full accuracy.
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APPENDIX § 10-14

Attached are two copies of a computer program

(in "BASIC") designed to (1) simulate the per-
formance of typical cesium beam clocks, (2)
simulate the comparison noise, and (3) operate
on the simulated measurements with a Kalman
Filter to obtain an optimum estimate of the 1 day Tweek N 1month
clock’s time. The constants listed in the l‘ AL S 1
program are chosen to simulate an average com- w18 ,
mercial cesium clock. The units are in nano- 0t 108 108 10
seconds and the time 1interval is one day. Sample Time, T  (8)
Other values of the sampling interval require o
different numerical values for the sigmas. Figure 1

GPS SHORT-TERM STABILITY

The data used for the Kalman Filter corres- -9

ponds to the data which might actually be
available in a vreal situation. Within the
program, however, the "true" time 1is known
Thus it is possible to evaluate the absolute
performance of the Filter operating on the
simulated data. A slight modification of this
program was used with real data as reported in
the text.

The first copy of the program has numerous
remarks (prefaced by "REM") to aid in the
understanding of the program. These "REMarks"
are ignored by the operating program. The
second version of the program is identical to
the first, except that all remarks have been
deleted and the steps renumbered. The second
version was included to demonstrate how simple
the Kalman Filter (which is only a part of the
program) can really be.

Table

LOG MOD SIGMAy (TALD

=] =]
FLICKER NOISE FM, TAUn=900e

LOG TAU

Figure 2

1

For Kalman Filtered Data

3 4
(weconde)

CASE Synchronization Time Syntonization Frequency
Accuracy Stability Accuracy Stability
A: Common- <10ns ~3.6ns <axio” M <3.5x107 15
view t0=1 day 1=10 days
B: Single - _
Satellite <50ns ~0.7ns ~2x10” 12 x 2x107 12
Short-term ro=155 1=1000s
C: Single - .
Satellite <20ns “4.4ns Sox10714 x1x10" 14
1>1 day 0=1 day 1= 10 days
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Figure 3
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Figure 4
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COMFPUTER FROGRAM

LIST 1,499

100
105
110
115
120

125

140
200
202
209
207
210
215
220
e

e
Loxi)

225
2440
280
260
00
J05
310
15
400
405

410

415
420
472Q
440
450

451

52
457
454
455
454
460
465
470
475
480
485

REM
REM
REM
FEM
REM
REM
REM
REM
REM
REM
REM
o=

REM
SE =
SN =

THIS FRDGRAM SIMULATES
THE GFS SATELLITES,
FROFOGATION NOISE, AND

THE SLAVE CLOCH.

THE SLAVE CLOCE IS
CORRECTED EBY THE USE
OF A KALMAN FILTER.

SET CONSTANTE
UNITS: NANOSEC %DAYS
RMND ( - 13,2371)
SEED FOR RAND NO.
10: REM WHITE FM
IZ: REM RANDOM WALEK FM

S = 5: REM WHITE FHASE

REM

REM
REM
FOR
REM
REM
REM
REM
GOos

INITIAL CONDITIONS

S000: REM  TIME ERROR

- 10: REM FREQ BIAS

X

Y

A = 2E7: REM TIME VARIANCE
C_—

1E4: REM FREG VARIANCE

N =1 TO 300
SIMULATE 200 DAYS

SIMULATE CESIUM EBEAM
UE 1000: REM RANDOM NO.

IN F

X = X + Y + SE ¥ F: GOSUE 100
Q
Y = Y + SN % F: GOSUER 1000

Z =5 ¥ F: REM LINK NOISE
REM

REM

REM CALCULATE COVAR MATRIX-
REM

REM (A B

REM F—- = )

REM (B C)H

REM

REM

A=A+ 2 %R+ LC+ SE ™ 2

BE =R+ C:C=C+ BN "~ 2

REM FORECAST X1-, AND Y1-
X1 = X1 + vi:yl = Y1

REM

REM
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500
305

507
510
511
512
51=
D20
S30
600
&0
615
&20
G625
&6ETO
bE5
&37
a8
&9
&40
“41
642
647
650
&S5
660
&7
&80
700
702
704
705
707
710
20
1000
1003
1010
1020
1030
1040
1050

REM COMPUTE MEASUREMENT
E =X+ 17 - X1: REM CLOCH +
LINK - FORECAST
REM
REM THE RUANTITY X-X1
REM IS THE FORECAST ERROR.
REM IT IS ALSO THE ERROR
REM JUST EBEFDRE CORRECTION
REM
REM
REM UFDATE COVAR MATRIX+
Ul = AsU2 = BtR = A + S x §
REM KALMAN GAIN kK
Kl = Ul / R:K2 = U2 / R
A=A - Ul ¥ k1
E =R — Ul % K2
C=0C - U2 x K2

ana3
mmm
I
mn
+
it
m >
0 m

REM UFDATE X1+,Y1+
X1 = X1 + K1 % E
Y1 = ¥1 + K2 X E

REM THE TIME ERROR
REM 1S THE DIFFERENCE
REM BETWEEN ACTUAL
REM CLOCK, X, AND
REM THE KALMAN ESTIMATE X1
PRINT N,X - X1
NEXT N
REM RANDOM NUMEER GEN
REM ZERO MEAN, UNIT VAR
o= Q
FOR J = 1 TO &
F=F + RND (1) -~ RND (1)
NEXT J
RETURN



SIMPLE PROGRAM

ILIST

100
110
120
130
140
150
160
170
180
120

200

210
220
230
240
250
260
270
280
220
J00
310
Z20
320
40
350
360
70
80
390
400

P = RND ( — 13.3371)
SE 10

SN 2

S

S000

- 10

2E7

1E4

FOR N = 1 TO 200
GOSUR 3240

0 hn

NOD<X>xm

x

-
1 " oo
> mpw<
>¢

1]
Y] bl

I <0
£
A

L]
o
pu

[T BTSN T S N
s % g6

c
CCOCNMN+ONRNT
it

[/ .}
oo
t
| SR

-’

1 = X
1= Y1 + K2 %
PRINT N, X - X
NEXT N
F =0
FOR J = 1 TO &
F=F + RND (1) ~ RND
NEXT J
RETURN

<XOWMDPEXCMxTDNL
=
»
-
+
-

c
+ SN 2

= X + Y + SE % P: GOSUR 3&0

GOSUE 60

1)
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